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DATA AND SIGNALS
Figure 1 shows a scenario in which a scientist working in a research company, Sky 
Research, needs to order a book related to her research from an online bookseller, Sci-
entific Books. 

We can think of five different levels of communication between Alice, the com-
puter on which our scientist is working, and Bob, the computer that provides online ser-
vice. Communication at application, transport, network, or data-link is logical;
communication at the physical layer is physical. For simplicity, we have shown only

Figure 1 Communication at the physical layer
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host-to-router, router-to-router, and router-to-host, but the switches are also involved in 
the physical communication. 
Although Alice and Bob need to exchange data, communication at the physical 

layer means exchanging signals. Data need to be transmitted and received, but the 
media have to change data to signals. Both data and the signals that represent them can 
be either analog or digital in form. 

Analog and Digital Data
Data can be analog or digital. The term analog data refers to information that is 
continuous; digital data refers to information that has discrete states. For example, an 
analog clock that has hour, minute, and second hands gives information in a continuous 
form; the movements of the hands are continuous. On the other hand, a digital clock 
that reports the hours and the minutes will change suddenly from 8:05 to 8:06. 
Analog data, such as the sounds made by a human voice, take on continuous values. 

When someone speaks, an analog wave is created in the air. This can be captured by a 
microphone and converted to an analog signal or sampled and converted to a digital 
signal. 
Digital data take on discrete values. For example, data are stored in computer 

memory in the form of 0s and 1s. They can be converted to a digital signal or modu-
lated into an analog signal for transmission across a medium. 

Analog and Digital Signals
Like the data they represent, signals can be either analog or digital. An analog signal 
has infinitely many levels of intensity over a period of time. As the wave moves from 
value A to value B, it passes through and includes an infinite number of values along its 
path. A digital signal, on the other hand, can have only a limited number of defined 
values. Although each value can be any number, it is often as simple as 1 and 0. 
The simplest way to show signals is by plotting them on a pair of perpendicular 

axes. The vertical axis represents the value or strength of a signal. The horizontal axis 
represents time. Figure 2 illustrates an analog signal and a digital signal. The curve 
representing the analog signal passes through an infinite number of points. The vertical 
lines of the digital signal, however, demonstrate the sudden jump that the signal makes 
from value to value.

Figure 2 Comparison of analog and digital signals
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Periodic and Nonperiodic
Both analog and digital signals can take one of two forms: periodic or nonperiodic 
(sometimes referred to as aperiodic; the prefix a in Greek means ñnonò).
A periodic signal completes a pattern within a measurable time frame, called a 

period, and repeats that pattern over subsequent identical periods. The completion of 
one full pattern is called a cycle. A nonperiodic signal changes without exhibiting a pat-
tern or cycle that repeats over time. 
Both analog and digital signals can be periodic or nonperiodic. In data communi-

cations, we commonly use periodic analog signals and nonperiodic digital signals, as 
we will see in future chapters. 

PERIODIC ANALOG SIGNALS
Periodic analog signals can be classified as simple or composite. A simple periodic 
analog signal, a sine wave, cannot be decomposed into simpler signals. A composite 
periodic analog signal is composed of multiple sine waves. 

Sine Wave 
The sine wave is the most fundamental form of a periodic analog signal. When we 
visualize it as a simple oscillating curve, its change over the course of a cycle is smooth 
and consistent, a continuous, rolling flow. Figure 3 shows a sine wave. Each cycle 
consists of a single arc above the time axis followed by a single arc below it.     

A sine wave can be represented by three parameters: the peak amplitude, the fre-
quency, and the phase. These three parameters fully describe a sine wave. 

In data communications, we commonly use 
periodic analog signals and nonperiodic digital signals.

Figure 3 A sine wave

We discuss a mathematical approach to sine waves in Appendix E. 

Time

Value

• • •
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Peak Amplitude

The peak amplitude of a signal is the absolute value of its highest intensity, propor-
tional to the energy it carries. For electric signals, peak amplitude is normally measured 
in volts. Figure 4 shows two signals and their peak amplitudes. 

Example 
The power in your house can be represented by a sine wave with a peak amplitude of 155 to 170 V. 
However, it is common knowledge that the voltage of the power in U.S. homes is 110 to 120 V. 
This discrepancy is due to the fact that these are root mean square (rms) values. The signal is 
squared and then the average amplitude is calculated. The peak value is equal to 21/2 × rms 
value.

Example
The voltage of a battery is a constant; this constant value can be considered a sine wave, as we 
will see later. For example, the peak value of an AA battery is normally 1.5 V. 

Period and Frequency

Period refers to the amount of time, in seconds, a signal needs to complete 1 cycle. 
Frequency refers to the number of periods in 1 s. Note that period and frequency are just 
one characteristic defined in two ways. Period is the inverse of frequency, and frequency 
is the inverse of period, as the following formulas show.      

Figure 5 shows two signals and their frequencies. Period is formally expressed in 
seconds. Frequency is formally expressed in Hertz (Hz), which is cycle per second. 
Units of period and frequency are shown in Table 3.1.

Figure 4 Two signals with the same phase and frequency, but different amplitudes
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Example
The power we use at home has a frequency of 60 Hz (50 Hz in Europe). The period of this sine 
wave can be determined as follows:

This means that the period of the power for our lights at home is 0.0116 s, or 16.6 ms. Our 
eyes are not sensitive enough to distinguish these rapid changes in amplitude. 

Example
Express a period of 100 ms in microseconds.

Solution
From Table 3.1 we find the equivalents of 1 ms (1 ms is 10ï3 s) and 1 s (1 s is 106 µs). We make 
the following substitutions:  

Figure 5 Two signals with the same amplitude and phase, but different frequencies

Table 1 Units of period and frequency

Period Frequency
Unit Equivalent Unit Equivalent

Seconds (s) 1 s Hertz (Hz) 1 Hz
Milliseconds (ms) 10ï3 s Kilohertz (kHz) 103 Hz
Microseconds (µs) 10ï6 s Megahertz (MHz) 106 Hz
Nanoseconds (ns) 10ï9 s Gigahertz (GHz) 109 Hz
Picoseconds (ps) 10ï12 s Terahertz (THz) 1012 Hz

T 5 5 5 0.0166 s 5 0.0166 3 103 ms 5 16.6 ms

100 ms 5 100 3 10ï3 s 5 100 3 10ï3 3 106 ms 5 102 3 10ï3 3 106 ms 5 105 ms 

1 s

1 s

Time

Amplitude

a. A signal with a frequency of 12 Hz

b. A signal with a frequency of 6 Hz

Frequency is 12 Hz12 periods in 1 s

• • •

T

Time
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• • •
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Example
The period of a signal is 100 ms. What is its frequency in kilohertz?

Solution
First we change 100 ms to seconds, and then we calculate the frequency from the period (1 Hz = 
10ï3 kHz).  

More About Frequency

We already know that frequency is the relationship of a signal to time and that the frequency
of a wave is the number of cycles it completes in 1 s. But another way to look at frequency
is as a measurement of the rate of change. Electromagnetic signals are oscillating wave-
forms; that is, they fluctuate continuously and predictably above and below a mean energy
level. A 40-Hz signal has one-half the frequency of an 80-Hz signal; it completes 1 cycle in
twice the time of the 80-Hz signal, so each cycle also takes twice as long to change from its
lowest to its highest voltage levels. Frequency, therefore, though described in cycles per sec-
ond (hertz), is a general measurement of the rate of change of a signal with respect to time.

If the value of a signal changes over a very short span of time, its frequency is high.
If it changes over a long span of time, its frequency is low.

Two Extremes

What if a signal does not change at all? What if it maintains a constant voltage level for the
entire time it is active? In such a case, its frequency is zero. Conceptually, this idea is a sim-
ple one. If a signal does not change at all, it never completes a cycle, so its frequency is 0 Hz.
But what if a signal changes instantaneously? What if it jumps from one level to

another in no time? Then its frequency is infinite. In other words, when a signal changes
instantaneously, its period is zero; since frequency is the inverse of period, in this case,
the frequency is 1/0, or infinite (unbounded).

3.2.2 Phase 
The term phase, or phase shift, describes the position of the waveform relative to time 0.
If we think of the wave as something that can be shifted backward or forward along the
time axis, phase describes the amount of that shift. It indicates the status of the first cycle. 

100 ms 5 100 3 10ï3 s 5 10ï1 s

f 5 5 Hz 5 10 Hz 5 10 3 10ï3 kHz 5 10ï2 kHz

Frequency is the rate of change with respect to time. Change in a short span of time 
means high frequency. Change over a long span of time means low frequency.

If a signal does not change at all, its frequency is zero.
If a signal changes instantaneously, its frequency is infinite.

Phase describes the position of the waveform relative to time 0.

1
T
--- 1

1021
------------
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Phase is measured in degrees or radians [360Ü is 2π rad; 1Ü is 2π/360 rad, and 1 rad 
is 360/(2π)]. A phase shift of 360Ü corresponds to a shift of a complete period; a phase 
shift of 180° corresponds to a shift of one-half of a period; and a phase shift of 90Ü cor-
responds to a shift of one-quarter of a period (see Figure 6).

Looking at Figure 6, we can say that
a. A sine wave with a phase of 0° starts at time 0 with a zero amplitude. The
amplitude is increasing.

b. A sine wave with a phase of 90° starts at time 0 with a peak amplitude. The
amplitude is decreasing.

c. A sine wave with a phase of 180° starts at time 0 with a zero amplitude. The
amplitude is decreasing.

Another way to look at the phase is in terms of shift or offset. We can say that
a. A sine wave with a phase of 0° is not shifted.
b. A sine wave with a phase of 90° is shifted to the left by  cycle. However, note
that the signal does not really exist before time 0.

c. A sine wave with a phase of 180° is shifted to the left by  cycle. However, note
that the signal does not really exist before time 0.

Solution
We know that 1 complete cycle is 360°. Therefore,  cycle is 

Figure 6 Three sine waves with the same amplitude and frequency, but different phases

 3 360 5 60° 5 60 3 rad 5 rad 5 1.046 rad 

b. 90 degrees

a. 0 degrees

0

0

Time

Time

Time

0

c. 180 degrees

• • •

• • •

• • •

1/2 T

1/4 T

1
4
---

1
2
---

6

Example 6
A sine wave is offset --1- cycle with respect to time 0. What is its phase in degrees and radians?

1
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Wavelength
Wavelength is another characteristic of a signal traveling through a transmission 
medium. Wavelength binds the period or the frequency of a simple sine wave to the 
propagation speed of the medium (see Figure 7).

While the frequency of a signal is independent of the medium, the wavelength
depends on both the frequency and the medium. Wavelength is a property of any type
of signal. In data communications, we often use wavelength to describe the transmis-
sion of light in an optical fiber. The wavelength is the distance a simple signal can
travel in one period. 
Wavelength can be calculated if one is given the propagation speed (the speed of

light) and the period of the signal. However, since period and frequency are related to
each other, if we represent wavelength by λ, propagation speed by c (speed of light), and
frequency by f, we get 

The propagation speed of electromagnetic signals depends on the medium and on
the frequency of the signal. For example, in a vacuum, light is propagated with a speed
of 3 × 108 m/s. That speed is lower in air and even lower in cable.
The wavelength is normally measured in micrometers (microns) instead of meters.

For example, the wavelength of red light (frequency = 4 × 1014) in air is

In a coaxial or fiber-optic cable, however, the wavelength is shorter (0.5 µm) because the 
propagation speed in the cable is decreased.

Time and Frequency Domains
A sine wave is comprehensively defined by its amplitude, frequency, and phase. We 
have been showing a sine wave by using what is called a time-domain plot. The 
time-domain plot shows changes in signal amplitude with respect to time (it is an 
amplitude-versus-time plot). Phase is not explicitly shown on a time-domain plot. 

Figure 7 Wavelength and period
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To show the relationship between amplitude and frequency, we can use what is 
called a frequency-domain plot. A frequency-domain plot is concerned with only the 
peak value and the frequency. Changes of amplitude during one period are not shown. 
Figure 8 shows a signal in both the time and frequency domains. 

It is obvious that the frequency domain is easy to plot and conveys the information
that one can find in a time domain plot. The advantage of the frequency domain is that
we can immediately see the values of the frequency and peak amplitude. A complete
sine wave is represented by one spike. The position of the spike shows the frequency;
its height shows the peak amplitude. 

Example
The frequency domain is more compact and useful when we are dealing with more than one sine 
wave. For example, Figure 9 shows three sine waves, each with different amplitude and fre-
quency. All can be represented by three spikes in the frequency domain.

Figure 8 The time-domain and frequency-domain plots of a sine wave

A complete sine wave in the time domain can be represented
by one single spike in the frequency domain. 

Figure 9 The time domain and frequency domain of three sine waves
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Composite Signals 
So far, we have focused on simple sine waves. Simple sine waves have many applica-
tions in daily life. We can send a single sine wave to carry electric energy from one 
place to another. For example, the power company sends a single sine wave with a fre-
quency of 60 Hz to distribute electric energy to houses and businesses. As another 
example, we can use a single sine wave to send an alarm to a security center when a 
burglar opens a door or window in the house. In the first case, the sine wave is carrying 
energy; in the second, the sine wave is a signal of danger. 
If we had only one single sine wave to convey a conversation over the phone, it 

would make no sense and carry no information. We would just hear a buzz. 

In the early 1900s, the French mathematician Jean-Baptiste Fourier showed that 
any composite signal is actually a combination of simple sine waves with different fre-
quencies, amplitudes, and phases.  

A composite signal can be periodic or nonperiodic. A periodic composite signal
can be decomposed into a series of simple sine waves with discrete frequenciesð
frequencies that have integer values (1, 2, 3, and so on). A nonperiodic composite sig-
nal can be decomposed into a combination of an infinite number of simple sine waves
with continuous frequencies, frequencies that have real values. 

Example
Figure 10 shows a periodic composite signal with frequency f. This type of signal is not typical 
of those found in data communications.We can consider it to be three alarm systems, each with a 
different frequency. The analysis of this signal can give us a good understanding of how to 
decompose signals.  
It is very difficult to manually decompose this signal into a series of simple sine waves. 

However, there are tools, both hardware and software, that can help us do the job. We are not con-
cerned about how it is done; we are only interested in the result. Figure 11 shows the result of 
decomposing the above signal in both the time and frequency domains.  
The amplitude of the sine wave with frequency f is almost the same as the peak amplitude

of the composite signal. The amplitude of the sine wave with frequency 3f is one-third of that of

A single-frequency sine wave is not useful in data communications;
we need to send a composite signal, a signal made of many simple sine waves.

According to Fourier analysis, any composite signal is a combination of 
simple sine waves with different frequencies, amplitudes, and phases. 

If the composite signal is periodic, the decomposition gives a series of signals with
discrete frequencies; if the composite signal is nonperiodic, the decomposition

gives a combination of sine waves with continuous frequencies. 
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the first, and the amplitude of the sine wave with frequency 9f is one-ninth of the first. The fre-
quency of the sine wave with frequency f is the same as the frequency of the composite signal; it 
is called the fundamental frequency, or first harmonic. The sine wave with frequency 3f has a 
frequency of 3 times the fundamental frequency; it is called the third harmonic. The third sine 
wave with frequency 9f has a frequency of 9 times the fundamental frequency; it is called the 
ninth harmonic.
Note that the frequency decomposition of the signal is discrete; it has frequencies f, 3f, and 

9f. Because f is an integral number, 3f and 9f are also integral numbers. There are no frequencies 
such as 1.2f or 2.6f. The frequency domain of a periodic composite signal is always made of dis-
crete spikes.

Example 9
Figure 12 shows a nonperiodic composite signal. It can be the signal created by a microphone 
or a telephone set when a word or two is pronounced. In this case, the composite signal cannot be 
periodic, because that implies that we are repeating the same word or words with exactly the 
same tone.    

Figure 10 A composite periodic signal

Figure 11 Decomposition of a composite periodic signal in the time and frequency domains

Time
• • •

Time

Amplitude

Amplitude

Frequency f

• • •

f 3f 9f

a. Time-domain decomposition of a composite signal

b. Frequency-domain decomposition of the composite signal

Frequency 3f
Frequency 9f

Frequency
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In a time-domain representation of this composite signal, there are an infinite num-
ber of simple sine frequencies. Although the number of frequencies in a human voice is 
infinite, the range is limited. A normal human being can create a continuous range of 
frequencies between 0 and 4 kHz. 
Note that the frequency decomposition of the signal yields a continuous curve. 

There are an infinite number of frequencies between 0.0 and 4000.0 (real values). To find 
the amplitude related to frequency f, we draw a vertical line at f to intersect the envelope 
curve. The height of the vertical line is the amplitude of the corresponding frequency. 

Bandwidth
The range of frequencies contained in a composite signal is its bandwidth. The band-
width is normally a difference between two numbers. For example, if a composite signal 
contains frequencies between 1000 and 5000, its bandwidth is 5000 − 1000, or 4000. 

Figure 13 shows the concept of bandwidth. The figure depicts two composite 
signals, one periodic and the other nonperiodic. The bandwidth of the periodic signal 
contains all integer frequencies between 1000 and 5000 (1000, 1001, 1002, . . .). The 
bandwidth of the nonperiodic signals has the same range, but the frequencies are 
continuous.  

Example 10
If a periodic signal is decomposed into five sine waves with frequencies of 100, 300, 500, 700, 
and 900 Hz, what is its bandwidth? Draw the spectrum, assuming all components have a maxi-
mum amplitude of 10 V.

Solution
Let fh be the highest frequency, fl the lowest frequency, and B the bandwidth. Then 

Figure 12 The time and frequency domains of a nonperiodic signal

The bandwidth of a composite signal is the difference between the
highest and the lowest frequencies contained in that signal. 

B 5 fh 2 fl  5 900 2 100 5 800 Hz

Amplitude

Time

Amplitude

a. Time domain b. Frequency domain

0 4 kHzf 

Amplitude for sine
wave of frequency f

Frequency
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The spectrum has only five spikes, at 100, 300, 500, 700, and 900 Hz (see Figure 14). 

Example 11
A periodic signal has a bandwidth of 20 Hz. The highest frequency is 60 Hz. What is the lowest 
frequency? Draw the spectrum if the signal contains all frequencies of the same amplitude.

Solution
Let fh be the highest frequency, fl the lowest frequency, and B the bandwidth. Then 

The spectrum contains all integer frequencies. We show this by a series of spikes (see Figure 15).

Example 12
A nonperiodic composite signal has a bandwidth of 200 kHz, with a middle frequency of 
140 kHz and peak amplitude of 20 V. The two extreme frequencies have an amplitude of 0. Draw 
the frequency domain of the signal. 

Figure 13 The bandwidth of periodic and nonperiodic composite signals

Figure 14 The bandwidth for Example 10

B 5 fh 2  fl 20 5 60 2  fl fl 5 60 2 20 5 40 Hz

Amplitude

Frequency1000 5000
Bandwidth = 5000 – 1000 = 4000 Hz

Amplitude

Frequency1000 5000
Bandwidth = 5000 – 1000 = 4000 Hz

a. Bandwidth of a periodic signal

b. Bandwidth of a nonperiodic signal

• • • • • •

100

10 V

300 500

Bandwidth = 900 − 100 = 800 Hz

Frequency700 900
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Solution
The lowest frequency must be at 40 kHz and the highest at 240 kHz. Figure 16 shows the fre-
quency domain and the bandwidth. 

Example 13
An example of a nonperiodic composite signal is the signal propagated by an AM radio station. In 
the United States, each AM radio station is assigned a 10-kHz bandwidth. The total bandwidth ded-
icated to AM radio ranges from 530 to 1700 kHz. 

Example 
Another example of a nonperiodic composite signal is the signal propagated by an FM radio sta-
tion. In the United States, each FM radio station is assigned a 200-kHz bandwidth. The total 
bandwidth dedicated to FM radio ranges from 88 to 108 MHz. 

Figure15 The bandwidth for Example 11

Figure 16 The bandwidth for Example 12

40 42 60595841 Frequency
(Hz)Bandwidth = 60 − 40 = 20 Hz

Amplitude

Frequency40 kHz  240 kHz 140 kHz
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DIGITAL SIGNALS
In addition to being represented by an analog signal, information can also be 
represented by a digital signal. For example, a 1 can be encoded as a positive voltage 
and a 0 as zero voltage. A digital signal can have more than two levels. In this case, 
we can send more than 1 bit for each level. Figure 17 shows two signals, one with 
two levels and the other with four. We send 1 bit per level in part a of the figure 
and 2 bits per level  in part b of the figure. In general, if a signal has L levels, each 
level needs  log2 L bits. For this reason, we can send log2 4 = 2 bits in part b.

Example 16
A digital signal has eight levels. How many bits are needed per level? We calculate the number 
of bits from the following formula. Each signal level is represented by 3 bits. 

Example 17
A digital signal has nine levels. How many bits are needed per level? We calculate the number of 
bits by using the formula. Each signal level is represented by 3.17 bits. However, this answer is

Figure 17 Two digital signals: one with two signal levels and the other with four signal levels

Number of bits per level 5 log28 5 3 

Amplitude

Level 1

Level 1

Level 2

Level 3
Level 4

Level 2
1 0 1 1 0 0 0 1

• • •

Amplitude

Time

Time

11 10 01 01 00 00 00 10

• • •

a. A digital signal with two levels

b. A digital signal with four levels

1 s

1 s

8 bits sent in 1 s,
Bit rate = 8 bps

16 bits sent in 1 s,
Bit rate = 16 bps
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not realistic. The number of bits sent per level needs to be an integer as well as a power of 2. For 
this example, 4 bits can represent one level. 

Bit Rate
Most digital signals are nonperiodic, and thus period and frequency are not appropri-
ate characteristics. Another termðbit rate (instead of frequency)ðis used to describe 
digital signals. The bit rate is the number of bits sent in 1s, expressed in bits per 
second (bps). Figure 17 shows the bit rate for two signals.

Example 18
Assume we need to download text documents at the rate of 100 pages per second. What is the 
required bit rate of the channel?

Solution
A page is an average of 24 lines with 80 characters in each line. If we assume that one character 
requires 8 bits, the bit rate is 

Example 19
A digitized voice channel is made by digitizing a 4-kHz bandwidth analog voice signal. We 
need to sample the signal at twice the highest frequency (two samples per hertz). We assume 
that each sample requires 8 bits. What is the required bit rate?

Solution
The bit rate can be calculated as 

Example 20
What is the bit rate for high-definition TV (HDTV)? 

Solution
HDTV uses digital signals to broadcast high quality video signals. The HDTV screen is normally 
a ratio of 16 : 9 (in contrast to 4 : 3 for regular TV), which means the screen is wider. There are 
1920 by 1080 pixels per screen, and the screen is renewed 30 times per second. Twenty-four bits 
represents one color pixel. We can calculate the bit rate as 

100 3 24 3 80 3 8 5 1,536,000 bps 5 1.536 Mbps

2 3 4000 3 85 64,000 bps 5 64 kbps

1920 3 1080 3 30 3 24 5 1,492,992,000 ≈ 1.5 Gbps

The TV stations reduce this rate to 20 to 40 Mbps through compression. 

Bit Length
We discussed the concept of the wavelength for an analog signal: the distance one cycle 
occupies on the transmission medium. We can define something similar for a digital 
signal: the bit length. The bit length is the distance one bit occupies on the transmis-
sion medium.

Bit length 5 propagation speed 3 bit duration
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DIGITAL-TO-DIGITAL CONVERSION
In this section, we see how we can represent digital data by using digital signals. The 
conversion involves three techniques: line coding, block coding, and scrambling. Line 
coding is always needed; block coding and scrambling may or may not be needed. 

Line Coding
Line coding is the process of converting digital data to digital signals. We assume that 
data, in the form of text, numbers, graphical images, audio, or video, are stored in com-
puter memory as sequences of bits. Line coding converts a sequence of bits to a digital 
signal. At the sender, digital data are encoded into a digital signal; at the receiver, the 
digital data are recreated by decoding the digital signal. Figure 18 shows the process. 

Characteristics

Before discussing different line coding schemes, we address their common characteristics. 

Signal Element Versus Data Element
Let us distinguish between a data element and a signal element. In data communica-
tions, our goal is to send data elements. A data element is the smallest entity that can 
represent a piece of information: this is the bit. In digital data communications, a 
signal element carries data elements. A signal element is the shortest unit (timewise) of 
a digital signal. In other words, data elements are what we need to send; signal 
elements are what we can send. Data elements are being carried; signal elements are 
the carriers. 
We define a ratio r which is the number of data elements carried by each signal 

element. Figure 19 shows several situations with different values of  r.      
In part a of the figure, one data element is carried by one signal element (r = 1). In part 
b of the figure, we need two signal elements (two transitions) to carry each data 
element (r =1/2). We will see later that the extra signal element is needed to guarantee 
synchronization. In part c of the figure, a signal element carries two data elements (r 
= 2).

Figure 18 Line coding and decoding

Encoder Decoder

0 1 0 1  …  1 0 1

Digital data

Link

0 1 0 1  …  1 0 1

Digital data
Digital signal

• • •

Sender Receiver
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Finally, in part d, a group of 4 bits is being carried by a group of three signal elements
(r = 4/3). For every line coding scheme we discuss, we will give the value of r. 
An analogy may help here. Suppose each data element is a person who needs to be

carried from one place to another. We can think of a signal element as a vehicle that can
carry people. When r = 1, it means each person is driving a vehicle. When r > 1, it
means more than one person is travelling in a vehicle (a carpool, for example). We can
also have the case where one person is driving a car and a trailer (r = 1/2).

Data Rate Versus Signal Rate
The data rate defines the number of data elements (bits) sent in 1s. The unit is bits per
second (bps). The signal rate is the number of signal elements sent in 1s. The unit is
the baud. There are several common terminologies used in the literature. The data rate
is sometimes called the bit rate; the signal rate is sometimes called the pulse rate, the
modulation rate, or the baud rate. 
One goal in data communications is to increase the data rate while decreasing the

signal rate. Increasing the data rate increases the speed of transmission; decreasing the
signal rate decreases the bandwidth requirement. In our vehicle-people analogy, we
need to carry more people in fewer vehicles to prevent traffic jams. We have a limited
bandwidth in our transportation system. 
We now need to consider the relationship between data rate (N) and signal rate (S)

S 5 N/r

in which r has been previously defined. This relationship, of course, depends on the
value of r. It also depends on the data pattern. If we have a data pattern of all 1s or all
0s, the signal rate may be different from a data pattern of alternating 0s and 1s. To

Figure 19 Signal element versus data element

1 data element 1 data element

a. One data element per one signal
element (r = 1)

c. Two data elements per one signal
element (r = 2)
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1 0 1
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derive a formula for the relationship, we need to define three cases: the worst, best, and
average. The worst case is when we need the maximum signal rate; the best case is
when we need the minimum. In data communications, we are usually interested in the
average case. We can formulate the relationship between data rate and signal rate as

Save 5 c 3 N 3 (1/r) baud 

where N is the data rate (bps); c is the case factor, which varies for each case; S is the 
number of signal elements per second; and r is the previously defined factor.

Example 20
A signal is carrying data in which one data element is encoded as one signal element (r = 1). If 
the bit rate is 100 kbps, what is the average value of the baud rate if c is between 0 and 1?

Solution
We assume that the average value of c is 1/2. The baud rate is then

Bandwidth
A digital signal that carries information is nonperiodic. We also showed that the 
bandwidth of a nonperiodic signal is continuous with an infi-nite range. However, 
most digital signals we encounter in real life have a bandwidth with finite values. In 
other words, the bandwidth is theoretically infinite, but many of the components 
have such a small amplitude that they can be ignored. The effective bandwidth is 
finite. From now on, when we talk about the bandwidth of a digital signal, we need to 
remember that we are talking about this effective bandwidth. 

We can say that the baud rate, not the bit rate, determines the required bandwidth
for a digital signal. If we use the transportation analogy, the number of vehicles, not the
number of people being carried, affects the traffic. More changes in the signal mean
injecting more frequencies into the signal. (Recall that frequency means change and
change means frequency.) The bandwidth reflects the range of frequencies we need.
There is a relationship between the baud rate (signal rate) and the bandwidth. Band-
width is a complex idea. When we talk about the bandwidth, we normally define a
range of frequencies. We need to know where this range is located as well as the values
of the lowest and the highest frequencies. In addition, the amplitude (if not the phase)
of each component is an important issue. In other words, we need more information
about the bandwidth than just its value; we need a diagram of the bandwidth. We will
show the bandwidth for most schemes we discuss in the chapter. For the moment, we
can say that the bandwidth (range of frequencies) is proportional to the signal rate
(baud rate). The minimum bandwidth can be given as

 Bmin 5 c 3 N 3 (1 / r)

S = c × N × (1 / r) = 1/2 × 100,000 × (1/1) = 50,000 = 50 kbaud 

Although the actual bandwidth of a digital signal is infinite, 
the effective bandwidth is finite. 
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We can solve for the maximum data rate if the bandwidth of the channel is given.

Nmax 5 (1 / c) 3 B 3 r

Example 21
The maximum data rate of a channel (see Chapter 3) is Nmax = 2 × B × log2 L (defined by the 
Nyquist formula). Does this agree with the previous formula for Nmax?

Solution
A signal with L levels actually can carry log2 L bits per level. If each level corresponds to one sig-
nal element and we assume the average case (c = 1/2), then we have

Baseline Wandering 
In decoding a digital signal, the receiver calculates a running average of the received 
signal power. This average is called the baseline. The incoming signal power is evaluated 
against this baseline to determine the value of the data element. A long string of 0s or 1s 
can cause a drift in the baseline (baseline wandering) and make it difficult for the receiver 
to decode correctly. A good line coding scheme needs to prevent baseline wandering. 

DC Components
When the voltage level in a digital signal is constant for a while, the spectrum cre-
ates very low frequencies (results of Fourier analysis). These frequencies around 
zero, called DC (direct-current) components, present problems for a system that can-
not pass low frequencies or a system that uses electrical coupling (via a trans-
former). We can say that DC component means 0/1 parity that can cause base-line 
wondering. For example, a telephone line cannot pass frequencies below 200 Hz. 
Also a long-distance link may use one or more transformers to isolate different parts 
of the line electrically. For these systems, we need a scheme with no DC component.

Self-synchronization
To correctly interpret the signals received from the sender, the receiverôs bit intervals 
must correspond exactly to the senderôs bit intervals. If the receiver clock is faster or 
slower, the bit intervals are not matched and the receiver might misinterpret the signals. 
Figure 20 shows a situation in which the receiver has a shorter bit duration. The sender 
sends 10110001, while the receiver receives 110111000011.  
A self-synchronizing digital signal includes timing information in the data being 

transmitted. This can be achieved if there are transitions in the signal that alert the 
receiver to the beginning, middle, or end of the pulse. If the receiverôs clock is out of 
synchronization, these points can reset the clock.

Example 22
In a digital transmission, the receiver clock is 0.1 percent faster than the sender clock. How many 
extra bits per second does the receiver receive if the data rate is 1 kbps? How many if the data 
rate is 1 Mbps? 

Solution
At 1 kbps, the receiver receives 1001 bps instead of 1000 bps.

Nmax =  (1/c) × B × r = 2 × B × log2L
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At 1 Mbps, the receiver receives 1,001,000 bps instead of 1,000,000 bps.

Built-in Error Detection
It is desirable to have a built-in error-detecting capability in the generated code to 
detect some or all of the errors that occurred during transmission. Some encoding 
schemes that we will discuss have this capability to some extent.

Immunity to Noise and Interference
Another desirable code characteristic is a code that is immune to noise and other inter-
ferences. Some encoding schemes that we will discuss have this capability.

Complexity
A complex scheme is more costly to implement than a simple one. For example, a 
scheme that uses four signal levels is more difficult to interpret than one that uses only 
two levels. 

Line Coding Schemes
We can roughly divide line coding schemes into five broad categories, as shown in 
Figure 21.
There are several schemes in each category. We need to be familiar with all 

schemes discussed in this section to understand the rest of the book. This section can be 
used as a reference for schemes encountered later. 

Unipolar Scheme

In a unipolar scheme, all the signal levels are on one side of the time axis, either above 
or below. 

Figure 20 Effect of lack of synchronization

1000 bits sent → 1001 bits received  → 1 extra bps

1,000,000 bits sent → 1,001,000 bits received  → 1000 extra bps 

Time

1 0 1 1 0 0 0 1

Time

1 1 0 1 1 1 1 100 0 0

a. Sent

b. Received

• • •

• • •
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NRZ (Non-Return-to-Zero)
Traditionally, a unipolar scheme was designed as a non-return-to-zero (NRZ) scheme 
in which the positive voltage defines bit 1 and the zero voltage defines bit 0. It is called 
NRZ because the signal does not return to zero at the middle of the bit. Figure 22 
shows a unipolar NRZ scheme. 

Compared with its polar counterpart (see the next section), this scheme is very 
costly. As we will see shortly, the normalized power (the power needed to send 1 bit per 
unit line resistance) is double that for polar NRZ. For this reason, this scheme is nor-
mally not used in data communications today. 

Polar Schemes

In polar schemes, the voltages are on both sides of the time axis. For example, the volt-
age level for 0 can be positive and the voltage level for 1 can be negative.

Non-Return-to-Zero (NRZ)
In polar NRZ encoding, we use two levels of voltage amplitude. We can have two ver-
sions of polar NRZ: NRZ-L and NRZ-I, as shown in Figure 23. The figure also shows 
the value of r, the average baud rate, and the bandwidth. In the first variation, NRZ-L 
(NRZ-Level), the level of the voltage determines the value of the bit. In the second 
variation, NRZ-I (NRZ-Invert), the change or lack of change in the level of the voltage 
determines the value of the bit. If there is no change, the bit is 0; if there is a change, the 
bit is 1.

Figure 21 Line coding schemes

Figure 22 Unipolar NRZ scheme
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Let us compare these two schemes based on the criteria we previously defined.
Although baseline wandering is a problem for both variations, it is twice as severe in
NRZ-L. If there is a long sequence of 0s or 1s in NRZ-L, the average signal power
becomes skewed. The receiver might have difficulty discerning the bit value. In NRZ-I
this problem occurs only for a long sequence of 0s. If somehow we can eliminate the
long sequence of 0s, we can avoid baseline wandering. We will see shortly how this can
be done. 
The synchronization problem (sender and receiver clocks are not synchronized)

also exists in both schemes. Again, this problem is more serious in NRZ-L than in
NRZ-I. While a long sequence of 0s can cause a problem in both schemes, a long
sequence of 1s affects only NRZ-L.
Another problem with NRZ-L occurs when there is a sudden change of polarity in

the system. For example, if twisted-pair cable is the medium, a change in the polarity of
the wire results in all 0s interpreted as 1s and all 1s interpreted as 0s. NRZ-I does not
have this problem. Both schemes have an average signal rate of N/2 Bd. 

Let us discuss the bandwidth. Figure 23 also shows the normalized bandwidth for 
both variations. The vertical axis shows the power density (the power for each 1 Hz of 
bandwidth); the horizontal axis shows the frequency. The bandwidth reveals a very 
serious problem for this type of encoding. The value of the power density is very high 
around frequencies close to zero. This means that there are DC components that carry a 
high level of energy. As a matter of fact, most of the energy is concentrated in frequen-
cies between 0 and N/2. This means that although the average of the signal rate is N/2, 
the energy is not distributed evenly between the two halves. 

Figure 23 Polar NRZ-L and NRZ-I schemes

In NRZ-L the level of the voltage determines the value of the bit. In NRZ-I
the inversion or the lack of inversion determines the value of the bit.

NRZ-L and NRZ-I both have an average signal rate of N/2 Bd.

NRZ-L and NRZ-I both have a DC component problem.
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Example

A system is using NRZ-I to transfer 10-Mbps data. What are the average signal rate and mini-
mum bandwidth?

Solution
The average signal rate is S = N/2 = 500 kbaud. The minimum bandwidth for this average baud 
rate is Bmin = S = 500 kHz.

Return-to-Zero (RZ)
The main problem with NRZ encoding occurs when the sender and receiver clocks are 
not synchronized. The receiver does not know when one bit has ended and the next bit 
is starting. One solution is the return-to-zero (RZ) scheme, which uses three values: 
positive, negative, and zero. In RZ, the signal changes not between bits but during the 
bit. In Figure 24 we see that the signal goes to 0 in the middle of each bit. It remains 
there until the beginning of the next bit. The main disadvantage of RZ encoding is that 
it requires two signal changes to encode a bit and therefore occupies greater bandwidth. 
The same problem we mentioned, a sudden change of polarity  resulting in all 0s inter-
preted as 1s and all 1s interpreted as 0s, still exists here, but  there is no DC component 
problem. Another problem is the complexity: RZ uses three levels of voltage, which is 
more complex to create and discern. As a result of all these deficiencies, the scheme is 
not used today. Instead, it has been replaced by the better-performing Manchester and 
differential Manchester schemes (discussed next). 

Biphase: Manchester and Differential Manchester
The idea of RZ (transition at the middle of the bit) and the idea of NRZ-L are combined 
into the Manchester scheme. In Manchester encoding, the duration of the bit is divided 
into two halves. The voltage remains at one level during the first half and moves to the 
other level in the second half. The transition at the middle of the bit provides synchroni-
zation. Differential Manchester, on the other hand, combines the ideas of RZ and 
NRZ-I. There is always a transition at the middle of the bit, but the bit values are deter-
mined at the beginning of the bit. If the next bit is 0, there is a transition; if the next bit 
is 1, there is none. Figure 25 shows both Manchester and differential Manchester 
encoding. 
The Manchester scheme overcomes several problems associated with NRZ-L, and 

differential Manchester overcomes several problems associated with NRZ-I. First, there

Figure 24 Polar RZ scheme
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is no baseline wandering. There is no DC component because each bit has a positive and
negative voltage contribution. The only drawback is the signal rate. The signal rate for
Manchester and differential Manchester is double that for NRZ. The reason is that there
is always one transition at the middle of the bit and maybe one transition at the end of
each bit. Figure 4.8 shows both Manchester and differential Manchester encoding
schemes. Note that Manchester and differential Manchester schemes are also called
biphase schemes. 

Bipolar Schemes

In bipolar encoding (sometimes called multilevel binary), there are three voltage lev-
els: positive, negative, and zero. The voltage level for one data element is at zero, while
the voltage level for the other element alternates between positive and negative. 

AMI and Pseudoternary
Figure 4.9 shows two variations of bipolar encoding: AMI and pseudoternary. A com-
mon bipolar encoding scheme is called bipolar alternate mark inversion (AMI). In
the term alternate mark inversion, the word mark comes from telegraphy and means 1.
So AMI means alternate 1 inversion. A neutral zero voltage represents binary 0. Binary

Figure 25 Polar biphase: Manchester and differential Manchester schemes

In Manchester and differential Manchester encoding, the transition
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ANALOG-TO-DIGITAL CONVERSION
The techniques described in Section  4.1 convert digital data to digital signals. Some-
times, however, we have an analog signal such as one created by a microphone or cam-
era. We have seen in Chapter 3 that a digital signal is superior to an analog signal. The 
tendency today is to change an analog signal to digital data. In this section we describe 
two techniques, pulse code modulation and delta modulation. After the digital data are 
created (digitization), we can use one of the techniques described in Section 4.1 to con-
vert the digital data to a digital signal. 

Pulse Code Modulation (PCM)
The most common technique to change an analog signal to digital data (digitization) is 
called pulse code modulation (PCM). A PCM encoder has three processes, as shown in 
Figure 26.

1. The analog signal is sampled.
2. The sampled signal is quantized.
3. The quantized values are encoded as streams of bits.

Sampling

The first step in PCM is sampling. The analog signal is sampled every Ts s, where Ts is 
the sample interval or period. The inverse of the sampling interval is called the sam-
pling rate or sampling frequency and denoted by fs, where fs = 1/Ts. There are three 
sampling methodsðideal, natural, and flat-topðas shown in Figure 27. 
In ideal sampling, pulses from the analog signal are sampled. This is an ideal sam-

pling method and cannot be easily implemented. In natural sampling, a high-speed 
switch is turned on for only the small period of time when the sampling occurs. The 
result is a sequence of samples that retains the shape of the analog signal. The most

Figure 26 Components of PCM encoder
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common sampling method, called sample and hold, however, creates flat-top samples
by using a circuit. 
The sampling process is sometimes referred to as pulse amplitude modulation

(PAM). We need to remember, however, that the result is still an analog signal with
nonintegral values. 

Sampling Rate
One important consideration is the sampling rate or frequency. What are the restrictions
on Ts? This question was elegantly answered by Nyquist. According to the Nyquist the-
orem, to reproduce the original analog signal, one necessary condition is that the sam-
pling rate be at least twice the highest frequency in the original signal. 

We need to elaborate on the theorem at this point. First, we can sample a signal 
only if the signal is band-limited. In other words, a signal with an infinite bandwidth 
cannot be sampled. Second, the sampling rate must be at least 2 times the highest fre-
quency, not the bandwidth. If the analog signal is low-pass, the bandwidth and the 
highest frequency are the same value. If the analog signal is bandpass, the bandwidth 
value is lower than the value of the maximum frequency. Figure 28 shows the value 
of the sampling rate for two types of signals.   

Example

For an intuitive example of the Nyquist theorem, let us sample a simple sine wave at three sam-
pling rates: fs = 4f (2 times the Nyquist rate), fs = 2f (Nyquist rate), and fs = f (one-half the 
Nyquist rate). Figure 29 shows the sampling and the subsequent recovery of the signal.  
It can be seen that sampling at the Nyquist rate can create a good approximation of the orig-

inal sine wave (part a). Oversampling in part b can also create the same approximation, but it is 
redundant and unnecessary. Sampling below the Nyquist rate (part c) does not produce a signal 
that looks like the original sine wave. 

Example

As an interesting example, let us see what happens if we sample a periodic event such as the rev-
olution of a hand of a clock. The second hand of a clock has a period of 60 s. According to the

Figure 27 Three different sampling methods for PCM
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at least 2 times the highest frequency contained in the signal. 
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Nyquist theorem, we need to sample the hand (take and send a picture) every 30 s (Ts = T or fs =

Figure 28 Nyquist sampling rate for low-pass and bandpass signals

Figure 29 Recovery of a sampled sine wave for different sampling rates
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2f ). In Figure 30a, the sample points, in order, are 12, 6, 12, 6, 12, and 6. The receiver of the 
samples cannot tell if the clock is moving forward or backward. In part b, we sample at double 
the Nyquist rate (every 15 s). The sample points, in order, are 12, 3, 6, 9, and 12. The clock is
moving forward. In part c, we sample below the Nyquist rate (Ts = --3- T or fs = f ). The sample4

3
---

28

Dr. M
oh

am
mad

 N
ati

q F
ad

hil
 

Com
pu

ter
 Scie

nc
es



points, in order, are 12, 9, 6, 3, and 12. Although the clock is moving forward, the receiver thinks 
that the clock is moving backward.

Figure 30 Sampling of a clock with only one hand
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DIGITAL-TO-ANALOG CONVERSION
Digital-to-analog conversion is the process of changing one of the characteristics 
of an analog signal based on the information in digital data. Figure 31 shows the 
rela-tionship between the digital information, the digital-to-analog modulating 
process, and the resultant analog signal.

As discussed, a sine wave is defined by three characteristics: ampli-tude, 
frequency, and phase. When we vary any one of these characteristics, we create a 
different version of that wave. So, by changing one characteristic of a simple electric 
signal, we can use it to represent digital data. Any of the three characteristics can be 
altered in this way, giving us at least three mechanisms for modulating digital data into 
an analog signal: amplitude shift keying (ASK), frequency shift keying (FSK), and 
phase shift keying (PSK). In addition, there is a fourth (and better) mechanism that 
combines changing both the amplitude and phase, called quadrature amplitude mod-
ulation (QAM). QAM is the most efficient of these options and is the mechanism com-
monly used today (see Figure 32).

Figure 31 Digital-to-analog conversion

Figure 32 Types of digital-to-analog conversion
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SWITCHING
A network is a set of connected devices. Whenever we have multiple devices, we have 
the problem of how to connect them to make one-to-one communication possible. One 
solution is to make a point-to-point connection between each pair of devices (a mesh 
topology) or between a central device and every other device (a star topology). These 
methods, however, are impractical and wasteful when applied to very large networks. 
The number and length of the links require too much infrastructure to be cost-efficient, 
and the majority of those links would be idle most of the time. Other topologies 
employing multipoint connections, such as a bus, are ruled out because the distances 
between devices and the total number of devices increase beyond the capacities of the 
media and equipment.
A better solution is switching. A switched network consists of a series of interlinked 

nodes, called switches. Switches are devices capable of creating temporary connections 
between two or more devices linked to the switch. In a switched network, some of these 
nodes are connected to the end systems (computers or telephones, for example). Others 
are used only for routing. Figure 33 shows a switched network. 

The end systems (communicating devices) are labeled A, B, C, D, and so on, and the 
switches are labeled I, II, III, IV, and V. Each switch is connected to multiple links.

Three Methods of Switching
Traditionally, three methods of switching have been discussed: circuit switching, 
packet switching, and message switching. The first two are commonly used today. 
The third has been phased out in general communications but still has networking 
applications. Packet switching can further be divided into two subcategoriesðvirtual-
circuit approach and datagram approachðas shown in Figure 34. In this chapter, we 
discuss only circuit switching and packet switching; message switching is more con-
ceptual than practical.   

Figure 33 Switched network
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Switching and TCP/IP Layers
Switching can happen at several layers of the TCP/IP protocol suite. 

Switching at Physical Layer

At the physical layer, we can have only circuit switching. There are no packets 
exchanged at the physical layer. The switches at the physical layer allow signals to 
travel in one path or another.

Switching at Data-Link Layer

At the data-link layer, we can have packet switching. However, the term packet in this 
case means frames or cells. Packet switching at the data-link layer is normally done 
using a virtual-circuit approach. 

Switching at Network Layer

At the network layer, we can have packet switching. In this case, either a virtual-circuit 
approach or a datagram approach can be used. Currently the Internet uses a datagram 
approach but the tendency is to move to a virtual-circuit approach. 

Switching at Application Layer

At the application layer, we can have only message switching. The communication at 
the application layer occurs by exchanging messages. Conceptually, we can say that 
communication using e-mail is a kind of message-switched communication, but we do 
not see any network that actually can be called a message-switched network. 

CIRCUIT-SWITCHED NETWORKS
A circuit-switched network consists of a set of switches connected by physical links. 
A connection between two stations is a dedicated path made of one or more links. How-
ever, each connection uses only one dedicated channel on each link. Each link is nor-
mally divided into n channels by using FDM or TDM. 

Figure 34 Taxonomy of switched networks
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Figure 35 shows a trivial circuit-switched network with four switches and four 
links. Each link is divided into n (n is 3 in the figure) channels by using FDM or TDM.

We have explicitly shown the multiplexing symbols to emphasize the division of
the link into channels even though multiplexing can be implicitly included in the switch
fabric. 
The end systems, such as computers or telephones, are directly connected to a

switch. We have shown only two end systems for simplicity. When end system A needs
to communicate with end system M, system A needs to request a connection to M that
must be accepted by all switches as well as by M itself. This is called the setup phase;
a circuit (channel) is reserved on each link, and the combination of circuits or channels
defines the dedicated path. After the dedicated path made of connected circuits (channels)
is established, the data-transfer phase can take place. After all data have been trans-
ferred, the circuits are torn down. 
We need to emphasize several points here:

! Circuit switching takes place at the physical layer.
! Before starting communication, the stations must make a reservation for the resources
to be used during the communication. These resources, such as channels (bandwidth
in FDM and time slots in TDM), switch buffers, switch processing time, and switch
input/output ports, must remain dedicated during the entire duration of data transfer
until the teardown phase.

! Data transferred between the two stations are not packetized (physical layer transfer
of the signal). The data are a continuous flow sent by the source station and received
by the destination station, although there may be periods of silence.

A circuit-switched network is made of a set of switches connected 
by physical links, in which each link is divided into n channels. 

Figure 35 A trivial circuit-switched network
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! There is no addressing involved during data transfer. The switches route the data
based on their occupied band (FDM) or time slot (TDM). Of course, there is end-to-
end addressing used during the setup phase, as we will see shortly.

Example

As a trivial example, let us use a circuit-switched network to connect eight telephones in a small 
area. Communication is through 4-kHz voice channels. We assume that each link uses FDM to 
connect a maximum of two voice channels. The bandwidth of each link is then 8 kHz. Figure 36 
shows the situation. Telephone 1 is connected to telephone 7; 2 to 5; 3 to 8; and 4 to 6. Of course 
the situation may change when new connections are made. The switch controls the connections.  

Example 

As another example, consider a circuit-switched network that connects computers in two remote 
offices of a private company. The offices are connected using a T-1 line leased from a communi-
cation service provider. There are two 4 × 8 (4 inputs and 8 outputs) switches in this network. For 
each switch, four output ports are folded into the input ports to allow communication between 
computers in the same office. Four other output ports allow communication between the two 
offices. Figure 37 shows the situation. 

Three Phases
The actual communication in a circuit-switched network requires three phases: connec-
tion setup, data transfer, and connection teardown.

Setup Phase

Before the two parties (or multiple parties in a conference call) can communicate, a 
dedicated circuit (combination of channels in links) needs to be established. The end sys-
tems are normally connected through dedicated lines to the switches, so connection setup

In circuit switching, the resources need to be reserved during the setup phase;
the resources remain dedicated for the entire duration of data transfer 

until the teardown phase. 

Figure 36 Circuit-switched network
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means creating dedicated channels between the switches. For example, in Figure 8.3, 
when system A needs to connect to system M, it sends a setup request that includes the 
address of system M, to switch I. Switch I finds a channel between itself and switch IV 
that can be dedicated for this purpose. Switch I then sends the request to switch IV, 
which finds a dedicated channel between itself and switch III. Switch III informs sys-
tem M of system Aôs intention at this time. 
In the next step to making a connection, an acknowledgment from system M needs 

to be sent in the opposite direction to system A. Only after system A receives this 
acknowledgment is the connection established. 
Note that end-to-end addressing is required for creating a connection between the 

two end systems. These can be, for example, the addresses of the computers assigned 
by the administrator in a TDM network, or telephone numbers in an FDM network. 

Data-Transfer Phase

After the establishment of the dedicated circuit (channels), the two parties can transfer data. 

Teardown Phase

When one of the parties needs to disconnect, a signal is sent to each switch to release 
the resources. 

Efficiency
It can be argued that circuit-switched networks are not as efficient as the other two 
types of networks because resources are allocated during the entire duration of the con-
nection. These resources are unavailable to other connections. In a telephone network, 
people normally terminate the communication when they have finished their conversation. 
However, in computer networks, a computer can be connected to another computer 
even if there is no activity for a long time. In this case, allowing resources to be dedicated 
means that other connections are deprived. 

Figure 37 Circuit-switched network 
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Delay
Although a circuit-switched network normally has low efficiency, the delay in this type 
of network is minimal. During data transfer the data are not delayed at each switch; the 
resources are allocated for the duration of the connection. Figure 38 shows the idea of 
delay in a circuit-switched network when only two switches are involved.  

As Figure 38 shows, there is no waiting time at each switch. The total delay is due 
to the time needed to create the connection, transfer data, and disconnect the circuit. The 
delay caused by the setup is the sum of four parts: the propagation time of the source 
computer request (slope of the first gray box), the request signal transfer time (height of 
the first gray box), the propagation time of the acknowledgment from the destination 
computer (slope of the second gray box), and the signal transfer time of the acknowledg-
ment (height of the second gray box). The delay due to data transfer is the sum of two 
parts: the propagation time (slope of the colored box) and data transfer time (height of 
the colored box), which can be very long. The third box shows the time needed to tear 
down the circuit. We have shown the case in which the receiver requests disconnection, 
which creates the maximum delay.   

PACKET SWITCHING
In data communications, we need to send messages from one end system to another. If 
the message is going to pass through a packet-switched network, it needs to be 
divided into packets of fixed or variable size. The size of the packet is determined by 
the network and the governing protocol. 
In packet switching, there is no resource allocation for a packet. This means that 

there is no reserved bandwidth on the links, and there is no scheduled processing time 
for each packet. Resources are allocated on demand. The allocation is done on a first-
come, first-served basis. When a switch receives a packet, no matter what the source or 
destination is, the packet must wait if there are other packets being processed. As with

Figure 38 Delay in a circuit-switched network
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other systems in our daily life, this lack of reservation may create delay. For example, if
we do not have a reservation at a restaurant, we might have to wait. 

We can have two types of packet-switched networks: datagram networks and virtual-
circuit networks.

Datagram Networks
In a datagram network, each packet is treated independently of all others. Even if a 
packet is part of a multipacket transmission, the network treats it as though it existed 
alone. Packets in this approach are referred to as datagrams.
Datagram switching is normally done at the network layer. We briefly discuss 

datagram networks here as a comparison with circuit-switched and virtual-circuit-
switched networks. 
Figure 39 shows how the datagram approach is used to deliver four packets from 

station A to station X. The switches in a datagram network are traditionally referred to 
as routers. That is why we use a different symbol for the switches in the figure. 

In this example, all four packets (or datagrams) belong to the same message, but
may travel different paths to reach their destination. This is so because the links may be
involved in carrying packets from other sources and do not have the necessary bandwidth
available to carry all the packets from A to X. This approach can cause the datagrams of
a transmission to arrive at their destination out of order with different delays between the
packets. Packets may also be lost or dropped because of a lack of resources. In most
protocols, it is the responsibility of an upper-layer protocol to reorder the datagrams or
ask for lost datagrams before passing them on to the application.
The datagram networks are sometimes referred to as connectionless networks. The

term connectionless here means that the switch (packet switch) does not keep information
about the connection state. There are no setup or teardown phases. Each packet is treated
the same by a switch regardless of its source or destination.

In a packet-switched network, there is no resource reservation;
resources are allocated on demand. 

Figure 39 A datagram network with four switches (routers)
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Routing Table

If there are no setup or teardown phases, how are the packets routed to their destinations 
in a datagram network? In this type of network, each switch (or packet switch) has a rout-
ing table which is based on the destination address. The routing tables are dynamic and 
are updated periodically. The destination addresses and the corresponding forwarding 
output ports are recorded in the tables. This is different from the table of a circuit-
switched network (discussed later) in which each entry is created when the setup phase 
is completed and deleted when the teardown phase is over. Figure 40 shows the routing 
table for a switch. 

Destination Address
Every packet in a datagram network carries a header that contains, among other infor-
mation, the destination address of the packet. When the switch receives the packet,
this destination address is examined; the routing table is consulted to find the corre-
sponding port through which the packet should be forwarded. This address, unlike the
address in a virtual-circuit network, remains the same during the entire journey of the
packet.    

Efficiency
The efficiency of a datagram network is better than that of a circuit-switched net-
work; resources are allocated only when there are packets to be transferred. If a
source sends a packet and there is a delay of a few minutes before another packet can
be sent, the resources can be reallocated during these minutes for other packets from
other sources. 

Figure 40 Routing table in a datagram network
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Delay
There may be greater delay in a datagram network than in a virtual-circuit network. 
Although there are no setup and teardown phases, each packet may experience a wait at a 
switch before it is forwarded. In addition, since not all packets in a message necessarily 
travel through the same switches, the delay is not uniform for the packets of a message. 
Figure 41gives an example of delay in a datagram network for one packet.  

The packet travels through two switches. There are three transmission times (3T ),
three propagation delays (slopes 3τ of the lines), and two waiting times (w1 + w2). We
ignore the processing time in each switch. The total delay is

Virtual-Circuit Networks
A virtual-circuit network is a cross between a circuit-switched network and a datagram 
network. It has some characteristics of both.

1. As in a circuit-switched network, there are setup and teardown phases in addition
to the data transfer phase.

2. Resources can be allocated during the setup phase, as in a circuit-switched network,
or on demand, as in a datagram network.

3. As in a datagram network, data are packetized and each packet carries an address in
the header. However, the address in the header has local jurisdiction (it defines what
the next switch should be and the channel on which the packet is being carried), not
end-to-end jurisdiction. The reader may ask how the intermediate switches know
where to send the packet if there is no final destination address carried by a packet.
The answer will be clear when we discuss virtual-circuit identifiers in the next section.

4. As in a circuit-switched network, all packets follow the same path established during
the connection.

Figure 41 Delay in a datagram network

Total delay 5 3T 1 3τ 1 w1 1 w2

T
ot

al
 d

el
ay

Transmission
time

Waiting
time

Waiting
time

Time Time Time Time

BA

39

Dr. M
oh

am
mad

 N
ati

q F
ad

hil
 

Com
pu

ter
 Scie

nc
es



and a teardown delay (which includes transmission and propagation in one direction).
We ignore the processing time in each switch. The total delay time is

Circuit-Switched Technology in WANs

As we will see in Chapter 14, virtual-circuit networks are used in switched WANs such
as ATM networks. The data-link layer of these technologies is well suited to the virtual-
circuit technology.

STRUCTURE OF A SWITCH
We use switches in circuit-switched and packet-switched networks. In this section, we 
discuss the structures of the switches used in each type of network. 

Structure of Circuit Switches
Circuit switching today can use either of two technologies: the space-division switch or 
the time-division switch.

Space-Division Switch

In space-division switching, the paths in the circuit are separated from one another 
spatially. This technology was originally designed for use in analog networks but is 
used currently in both analog and digital networks. It has evolved through a long history 
of many designs. 

Crossbar Switch
A crossbar switch connects n inputs to m outputs in a grid, using electronic micro-
switches (transistors) at each crosspoint (see Figure 42). The major limitation of this 
design is the number of crosspoints required. To connect n inputs to m outputs using a

Total delay 1 3T 1 3τ 1 setup delay 1 teardown delay

Switching at the data-link layer in a switched WAN is normally
implemented by using virtual-circuit techniques. 

Figure 42 Crossbar switch with three inputs and four outputs

1

2

3

I II III IV

Crosspoint

To control station

40

Dr. M
oh

am
mad

 N
ati

q F
ad

hil
 

Com
pu

ter
 Scie

nc
es



crossbar switch requires n × m crosspoints. For example, to connect 1000 inputs to 
1000 outputs requires a switch with 1,000,000 crosspoints. A crossbar switch [?] with 
this number of crosspoints is impractical. Such a switch is also inefficient because sta-
tistics show that, in practice, fewer than 25 percent of the crosspoints are in use at any 
given time. The rest are idle.

Multistage Switch
The solution to the limitations of the crossbar switch is the multistage switch, which 
combines crossbar switches in several (normally three) stages, as shown in Figure 43. 
In a single crossbar switch, only one row or column (one path) is active for any connec-
tion. So we need N × N crosspoints. If we can allow multiple paths inside the switch, 
we can decrease the number of crosspoints. Each crosspoint in the middle stage can be 
accessed by multiple crosspoints in the first or third stage.

To design a three-stage switch, we follow these steps:
1. We divide the N input lines into groups, each of n lines. For each group, we use one

crossbar of size n ×  k, where k is the number of crossbars in the middle stage. In
other words, the first stage has N/n crossbars of n ×  k crosspoints.

2. We use k crossbars, each of size (N/n) ×  (N/n) in the middle stage.
3. We use N/n crossbars, each of size k ×  n at the third stage.

We can calculate the total number of crosspoints as follows:

Figure 43 Multistage switch
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Time-Division Switch

Time-division switching uses time-division multiplexing (TDM) inside a switch. The 
most popular technology is called the time-slot interchange (TSI).

Time-Slot Interchange
Figure 44 shows a system connecting four input lines to four output lines. Imagine 
that each input line wants to send data to an output line according to the following pat-
tern: (1 → 3), (2 → 4), (3 → 1), and  (4 → 2), in which the arrow means “to.”

The figure combines a TDM multiplexer, a TDM demultiplexer, and a TSI consist-
ing of random access memory (RAM) with several memory locations. The size of each
location is the same as the size of a single time slot. The number of locations is the same
as the number of inputs (in most cases, the numbers of inputs and outputs are equal).
The RAM fills up with incoming data from time slots in the order received. Slots are
then sent out in an order based on the decisions of a control unit.

Figure 44 Time-slot interchange
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Structure of Packet Switches
A switch used in a packet-switched network has a different structure from a switch used 
in a circuit-switched network.We can say that a packet switch has four components: 
input ports, output ports, the routing processor, and the switching fabric, as shown 
in Figure 45.
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Input Ports

An input port performs the physical and data-link functions of the packet switch. The 
bits are constructed from the received signal. The packet is decapsulated from the frame. 
Errors are detected and corrected. The packet is now ready to be routed by the network 
layer. In addition to a physical-layer processor and a data-link processor, the input port 
has buffers (queues) to hold the packet before it is directed to the switching fabric. 
Figure 46 shows a schematic diagram of an input port.

Output Port

The output port performs the same functions as the input port, but in the reverse order. 
First the outgoing packets are queued, then the packet is encapsulated in a frame, and 
finally the physical-layer functions are applied to the frame to create the signal to be 
sent on the line. Figure 47 shows a schematic diagram of an output port.

Figure 45 Packet switch components

Figure 46 Input port 

Figure 47 Output port
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Routing Processor

The routing processor performs the functions of the network layer. The destination 
address is used to find the address of the next hop and, at the same time, the output port 
number from which the packet is sent out. This activity is sometimes referred to as 
table lookup because the routing processor searches the routing table. In the newer 
packet switches, this function of the routing processor is being moved to the input ports 
to facilitate and expedite the process. 

Switching Fabrics

The most difficult task in a packet switch is to move the packet from the input queue to 
the output queue. The speed with which this is done affects the size of the input/output 
queue and the overall delay in packet delivery. In the past, when a packet switch was 
actually a dedicated computer, the memory of the computer or a bus was used as the 
switching fabric. The input port stored the packet in memory; the output port retrieved 
the packet from memory. Today, packet switches are specialized mechanisms that use a 
variety of switching fabrics. We briefly discuss some of these fabrics here. 

Crossbar Switch
The simplest type of switching fabric is the crossbar switch, discussed in the previous 
section.

Banyan Switch
A more realistic approach than the crossbar switch is the banyan switch (named after 
the banyan tree). A banyan switch is a multistage switch with microswitches at each 
stage that route the packets based on the output port represented as a binary string. For n
inputs and n outputs, we have log2 n stages with n/2 microswitches at each stage. The first 
stage routes the packet based on the high-order bit of the binary string. The second stage 
routes the packet based on the second high-order bit, and so on. Figure 48 shows a ban-
yan switch with eight inputs and eight outputs. The number of stages is log2(8) = 3.

Figure 49 shows the operation. In part a, a packet has arrived at input port 1 and must 
go to output port 6 (110 in binary). The first microswitch (A-2) routes the packet

Figure 48 A banyan switch
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based on the first bit (1), the second microswitch (B-4) routes the packet based on the 
second bit (1), and the third microswitch (C-4) routes the packet based on the third bit (0). 
In part b, a packet has arrived at input port 5 and must go to output port 2 (010 in 
binary). The first microswitch (A-2) routes the packet based on the first bit (0), the sec-
ond microswitch (B-2) routes the packet based on the second bit (1), and the third 
microswitch (C-2) routes the packet based on the third bit (0).

Batcher-Banyan Switch The problem with the banyan switch is the possibility of 
internal collision even when two packets are not heading for the same output port. We 
can solve this problem by sorting the arriving packets based on their destination port. 

K. E. Batcher designed a switch that comes before the banyan switch and sorts the 
incoming packets according to their final destinations. The combination is called the 
Batcher-banyan switch. The sorting switch uses hardware merging techniques, but we 
do not discuss the details here. Normally, another hardware module called a trap is 
added between the Batcher switch and the banyan switch (see Figure 50) The trap 
module prevents duplicate packets (the packets with the same output destination) from 
passing to the banyan switch simultaneously. Only one packet for each destination is 
allowed at each tick; if there is more than one, they wait for the next tick.

Figure 49 Examples of routing in a banyan switch

Figure 50 Batcher-banyan switch

a. Input 1 sending a cell to output 6 (110) b. Input 5 sending a cell to output 2 (010)
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